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Abstract. In this paper we propose a model for intelligent agents (sensors) on a Wireless Sensor Network to guard 
against energy-drain attacks in an energy-efficient and autonomous manner. This is intended to be achieved via an 

energy-harvested Wireless Sensor Network using a novel architecture to propagate knowledge to other sensors 

based on automated reasoning from an attacked sensor. 

  Introduction. Wireless Sensor Networks (WSN) form part of the architecture of the Internet of Things 
(IoT) and are known particularly for their resource-constrained nature due to the fact that these sensors are usually 

powered by batteries alongside their low processing power. This makes the WSN prone to energy-drain attacks, 

one of which is known as denial-of-sleep attack [1]. A number of approaches exists which aim to tackle these 

attacks; however these approaches rarely take into consideration the future scale of the IoT as predicted to expand 

exponentially in the coming years [2]. The implication of this is that approaches would need to be, not just energy-

efficient but, autonomous in nature in order to withstand the variety of attacks that may arise as a result of a larger 

network where there is a wider attack surface. 

Proposed Approach. The intended approach is an improvement of existing approaches - Gateway 

Media Access Control (GMAC) and Hierarchical Collaborative Model (HCM). While GMAC [3] and the hash-

based scheme [4] use centralized approach via cluster heads, HCM [5] and the distributed wake-up scheme [6] use 

a distributed architecture. Although these approaches seem very useful, they do not take into consideration the size 
of the network especially on a large scale. Our proposed architecture is based on a combination of both the 

centralized and the distributed approach. It would involve the use of intelligent agents whereby each sensor 

becomes an agent which can sense data and take responsive action with the workload dynamically distributed 

among them. However, this would not function optimally with the current battery-powered sensors, but rather an 

energy harvested IEEE 802.15.4 wireless sensor network [2]. This is necessary because the dynamic distribution 

would lead to an increase in processing power thereby consequently increasing energy costs. In [7], the concept of 

virtual clusters is introduced whereby nodes are grouped into the same subnet and presented as a single resource. 

The WSN will be dynamically divided into clusters with cluster heads appointed for each cluster. In this approach, 
if a sensor encounters or senses an attack, it immediately takes responsive action and also broadcasts the 

information to the rest of the appointed cluster heads via a “rumour” approach which may consume more 

bandwidth than processing power. The “rumour” approach is coined from the term “routing by rumour”, which 

explains the semantics of distance-vector routing protocols whereby each router sends messages to its nearest 
neighbour until the information propagates to all the routers. In this case, the cluster heads send information to the 

nearest cluster head and it continues that way until the information gets to all the cluster heads which then pass the 

information to their clusters. The cluster heads then relay this information to the sensors in their clusters. 

  High Level Constituents of the Approach 

 Automated reasoning via intelligent agents 

In [8] a management scheme based on automated reasoning whereby Bayesian reasoning is used during the 

learning phase, is proposed to help protect against intrusions and also enhance energy-efficiency on a 

wireless sensor network. Threshold analysis is also used prior to the reasoning. In [9], the BayesMob 

algorithm is used for self-healing in a case where one or more sensor nodes fail. In this paper, we consider 
the Bayesian equation for predictive reasoning by sensors as a way of anticipating an attack and preventing it 

beforehand. More specifically, our model is based on the following Bayesian equation: 
 

, 

where A and B are events 

- P (A) and P (B) are the probabilities of A and B without regard to each other. 

- P (A | B), a conditional probability, is the probability of observing event A given that B is true. 

- P (B | A) is the probability of observing event B given that A is true. 

In this context, for example, P (A) is the base rate or prior probability that a sensor is under attack. This 

could be based on a threshold value of the amount of energy being consumed by the sensor. P (B) could be 

the probability that the messages sent by the attacker have a certain size/frequency range. P (B|A) would 
then be the probability that a sensor under attack is receiving a certain message size/frequency range. 

 Choice of WSN architecture  

A combination of centralized and distributed architecture is proposed. The centralized approach involves the 

use of clusters which are formed dynamically based on the location and proximity of sensors. Each cluster 
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has a cluster head which not only serves the other sensors but also acts as a proxy thereby hiding the identity 

of the sensors. At the cluster level, a single-hop architecture is used while a multi-hop architecture is used for 
communication between cluster heads. Because of its centralized approach, the single-hop architecture has 

low delay and a high channel capacity, while the multi-hop architecture which is distributed in nature has a 

high energy-efficiency and high signal-to-noise ratio [12]. 

 Resource availability (via energy-harvesting rather than battery-powered sensors) 

In [10], a relationship between autonomy and energy-efficiency is established whereby existing wireless 
sensor networks are limited by their battery power and therefore cannot be autonomous except more power is 

made available to them. Hence, energy-harvesting is proposed. In [11], the need for energy harvesting is also 

acknowledged considering that the existing battery-powered sensor nodes need periodic maintenance which 

contradicts with the characteristics of autonomous systems. 

 

Figure 1: Proposed Wireless Sensor Network Architecture for Intelligent Agents (Sensors) 

Figure 1 above shows an attack being directed at a cluster head. The cluster head (CH) is an intelligent agent and 
also acts as a proxy for the member-nodes of its cluster. The moment it realizes it is under attack, it appoints one of 

its members as a cluster head and isolates itself from the network thereby allowing communication to continue. 

The learned information is then passed to other cluster heads to enable them to easily prevent the attack, in case 

they become the new target. 

Conclusions. Our novel architecture is intended to fit into the big picture of providing an energy-

efficient and autonomous security on the IoT. Currently, the proposed approach is being tested on a simulator and 

the results will be analysed and discussed in the context of energy-efficiency and other existing approaches. 
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